Lecture 1:
Introduction

Kai-Wei Chang
CS @ UCLA
kw@kwchang.net

Couse webpage: https://uclanlp.github.io/CS269-17/
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Announcements

< Waiting list: Start attending the first few lectures
as if you are registered. Given that some students
will drop the class, some space will free up.

s* We will use Piazza as an online discussion
platform. Please sign up here:

piazza.com/ucla/fall2017/cs269
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Staff

“ Instructor: Kai-Wei Chang
** Email: ml17@kwchang.net
«» Office: BH 3732J
«» Office hour: 4:00 — 5:00, Tue (after class).

 TA: Md Rizwan Parvez
*» Email: wuadnw@yvirginia.edu
» Office: BH 3809
¢ Office hour: 12:00 — 2:00, Wed
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This lecture

+¢» Course Overview

oW
oW
oW

nat is NLP? Why it is important?
nat types of ML methods used in NLP?

nat will you learn from this course?

+%» Course Information

“* What are the challenges?

“* Key NLP components
“* Key ML ideas in NLP
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What is NLP

< Wiki: Natural language processing (NLP) is
a field of computer science, artificial
Intelligence, and computational linguistics
concerned with the interactions between
computers and human (natural) languages.

Hu

SLtese - Lesson 1

- 8opptula = ransom
moulee-rah = money | 4
jujiminmee = kidnap =\ £

tonta tonka! = tentacles up! B
N Wawanna coe moulee rah? "4l
= when can | expect payment?
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Go beyond the keyword matching
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< Identify the structure and meaning of
words, sentences, texts and conversations

“» Deep understanding of broad language
“* NLP is all around us

g m Computer Science ML in NLP
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Machine translation
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Expand preview v

Yesterday at 06:31 * Like * 32 people * Translate

N

b d

Go gle buenas noches
WD IR AV NN N 1P Y
‘Yesterday at 07:10 * Like * Translate

All

Dalya Gumis Y229 19N La%N5 17 0ow?
‘Yesterday at 08:11 * Like * Translate

Images Shopping Apps \

=
Yuval Gilor nan 72 20 DM R
sterday at 08:49 - Like * Translate

2
B
2]

About 20,800,000 results (0.54 seconds)

7] Like
&3 9 people like this.

[ View 1 share

Haaretz yxn
Maybe this time he succeeds? 7]
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share

mment * Original * erda:

OPT ks With full pay the price For hzhihoth vakombinot of the
Prime Minister. Mot find it appropriate to action lhabrat the health
system. Endangered animals, people and caused the suffering that
must drive with ... city. Foundation of Minneapolis had already
thrown him. Europe also. This man destroys the country with the
citizens in its path.

Contempt you Binyamin Netanyahu,

Metanyahu was not committed to voting the Trachtenberg managed
ta impose a "partnership hkoalicioniot terror the Prime Minister, who
is pledaging to bring voting day the conclusions report Trachtenberg.
©"¥ hourly opposes. Israel Beiteinu-independence morning
ministerial session will vihalito only it-political system, news

Expand preview v

‘esterday at 06:31 * Like * 52 people * Original

a1 vaw Or acknowledaing the report moves or the chips will go
‘Yesterday at 07:10 * Like * Original

Dalya Gumis Stop vote once to

‘esterday at 08:11 * Like * Original

Yuval Gilor Tired already go home
‘Yesterday at 08:49 * Like * Original

Facebook translation, image credit: Meedan.org

AT

Spanish~ 9 English~ D)

buenas noches Goodnight

3 more translations

Open in Google Translate
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Statistical machine translation

Parallel corpora

1

MOTTON: PRESIDENT (m Cantonese): Good
moming, Honourable Members. We will now start
the meeting . First of all, the motion on the

Monolingual corpora

Good moming, Honourable Members. We will now start the
meetmg . First of all, the motion on the "Appointment of the

Chief Tustice of the Court of Final Appeal of the Hong Kong
Special Administrative ion”. Secretary for Justice.

Translation Model

Pu(F = | morning) |

Language Model

Pim(honorable | good moming}l

S~

Input

I AL
; bl _L\-rl‘ JTE:-?'\'\. &)

“'I Translation

D@COdf.ng algor ithm President: Good

morning, Honourable
Members.

A
A
Al
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Dialog Systems

Gift shop

Items such as caps, t-shirts, sweatshirts and other miscellanea such as buttons and
mouse pads have been designed. In addition, merchandise for almost sll of the

projects is available.

ikipedia content being
produced by Wikipedians and
SOS Children.

Downloading

Downloading content from

Hi. I'm your automated online
assistant. How may | help you? | licensed

| ASk under the GNU

Documentation License

(GFDL). Images and other files are available under different terms, as detailed on
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Sentiment/Opinion Analysis

twitrratr

SEARCH

EARCHED TERM P( TIVE TWEETS NEUTRAL TWEETS NEGATIVE TWEET TOTAL TWEETS

starbucks 708 4495 234 5437

13.02% POSITIVE 4.30% NEGATIVE

k i feel dumb.... apparently | was | like how that girl @ starbucks @macoy 80r@ throat from the dark
[:'23 meant to 'dm’ for the starbucks ¥, tonight let me stand in line for 10 [35 roast cheesecake? @rom have

competition! | guess its late ;) i mins w/ another dude in front of you tried the dark roast

would have won too! (view) me, before saying "oh. I'm cheesecake at starbucks? its my

: closed..” (view) addiction for the week (view)
sleep so i can do a ton of
darkroom tomorrow i have to Tweets on 2008-10-23: Sitting in ...i'm really really thinking about
| resist the starbucks though if | /~ Starbucks, drinking Verona, and [% not showing up for work
want enouggh money for the bus Wil writing a sermon about the pure in tomorrow...or ever again...god i'm
(view) heart.. http:/Ntinyur.com/57zx2d s0 pissed...| hate starbucks (view)
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Text Classification

"The page at https://mail.google.com/ says:

BIDNESS

Did you mean to attach files?

‘You wrote "is attached" in your message, but there are no files

attached. Send anyway?
OK I

v C More ~ 1-210f21 < > o 3
. Social EEE3 Promotions EXEN Updates
[ J
D Lk - Google+ % Google Offers, Zagat 0 Google Play *
| James, me (2) [IEZIX] Hiking trip on Saturday - Yay - so glad you can join. We should leave from | 3:14 pm
Hannah Cho Thank you - Keri - so good that you and Steve were able to come over. Thank you : 3:05 pm

www,wired.com

PRGN . ] JUOR PRy QahAnl Ilnanmina anhanl aanfaranan datan Lalla Avanmsana A frur mannla haoa

*» Other applications?

ﬁlellﬁ Computer Science ML in NLP 11

at the UNIVERSITYy VIRGINIA



Question answering

iPod = 6:22 PM -

“Hey Siri what are newtons three
laws”

tap to edit
Let’s see if | can remember...

OK, | think the three laws are:
1. ‘clean up your room’, 2.
‘don’t run with scissors’, and
3. ‘always wait a half hour
after eating before going in
the water’.

'Watson' computer wins at 'Jeopardy’

. ®

Siri won't help me with my homework

credit: ifunny.com
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“» Go beyond search

What's the capital of Wyoming?

Web Maps Shopping Images

About 984,000 results (0.54 seconds)

Wyoming / Capital

Cheyenne

i Computer Science

at the UNIVERSITYy VIRGINIA

Question answering

News More v Search tools
Ranchet tes
,.fé%z; _
o D
Cheyenne gﬁ/
e
e
South Greeley
Map data ©2015 Google

ML in NLP
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Natural language instruction

Will it rain tomorrow? Set an alarm for eight am

How many teaspoons
are in a tablespoon?

Play music by
Bruno Mars

Wikipedia: Abraham
Lincoin

Add gelato to my
shopping list

When is
Thanksgiving?

Play my “dinner party”
playlist

What's the weather in Add "make hotel reservations”
Los Angeles this weekend? to my to-do list

https://youtu.be/KkOCeAtKHIc?t=1m28s

A .
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Digital personal assistant
More on natural language instruction

wil. Bell & - 10:53 AM

¢¢ Meet with my wife at
noon tomorrow %2

OK, | set up your meeting for
tomorrow.

® Meeting with Kellie... |

Cancel Confirm

credit: techspot.com

“* Semantic parsing — understand tasks €

< Entity linking — "my wife” = “Kellie” in the phone
book

A .
i Computer Science ML in NLP 15
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Information Extraction

+» Unstructured text to database entries

New York Times Co. named Russell T. Lewis, 45, president and general manager of Its
flagship New York Times newspaper, responsible for all business-side activities. He was
executive vice president and deputy general manager. He succeeds Lance R. Primis,
who In September was named president and chief operating officer of the parent.

Person Company Post State

Russell T. Lawis Mew York Times president and general | start
newspaper manager

Russell T. Lewis New York Times executive vice end
newspaper president

Lance R. Primis Mew York Times Co. presidentand CEO start

Yoav Artzi: Natural language processing

A .
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Language Comprehension

Christopher Robin is alive and well. He 1s the same
person that you read about in the book, Winnie the Pooh.
As a boy, Chris lived 1n a pretty home called Cotchfield
Farm. When Chris was three years old, his father wrote
a poem about him. The poem was printed 1n a magazine
for others to read. Mr. Robin then wrote a book

2 Q: who wrote Winnie the Pooh?
*** Q: where is Chris lived?

A o
3ile Complﬂlter Science ML in NLP
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What will you learn from this course

*» The NLP Pipeline =}

)

0:0 Key CO m po n e n tS fo r Text Segmentation
. Part of Speech Tagging
understanding text S T———

Event and Concept Tagging
Word Sense Disambiguation
Syntactic Parsing

< NLP systems/applications

Co-reference Resolution

% Current techniques & limitation SEEEEEEEEE

Event Extraction
> RDF/RDBMS
STORAGE

A .
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What's not covered by this course

“* Speech recognition — no signal processing
*» Natural language generation
¢ Details of ML algorithms / theory

< Text mining / information retrieval

A .
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This lecture

“» Course Overview
“* What is NLP? Why it is important?
“* What will you learn from this course?

¢ Course Information
“* What are the challenges?
“» Key NLP components

A .
3ile Complalter Science ML in NLP
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Overview

“* New course, first time being offered
“» Comments are welcomed
“» target at first- or second- year PhD students

¢ Lecture + Seminar

*** No course prerequisites, but | assume
“» programming experience (for the final project)
“* basic ML/Al background

*» basics of probability calculus, and linear
algebra (HWO)

A .
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Grading

s Attendance & participations (10%)
*» Participate in discussion

»» Paper summarization report (20%)
» Paper presentation (30%)

“* Final project (40%)
“* Proposal (5%)

» Final Paper (25%)

» Presentation (10%)

L 4

L X 2

4

o,

1)

&= Computer Science -
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Paper summarization

“* 1 page maximum

** Pick one paper from recent
ACL/NAACL/EMNLP/EACL

“* Summarize the paper (use you own words)

“» Write a blog post using markdown or jupyter
notebook:

¢ https://einstein.ai/research/learned-in-
translation-contextualized-word-vectors

¢ https://github.com/uclanlp/reducingbias/blob/ma
ster/src/fairCRF _gender_ratio.ipynb

A .
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1 1 7 o ' s

initialized methods for contextualizing word vectors through training on an intermediate
task.

Encoders

A common approach to contextualizing word vectors is to use a recurrent neural network
(RNN). RNNs are deep learning models that process vector sequences of variable length.
This makes them suitable for processing sequences of word vectors. We use a specific kind
of RNN called Long Short-Term Memory (LSTM) to better handle long sequences. At each
step in processing, the LSTM takes in a word vector and outputs a new vector called the
hidden vector. This process is often referred to as encoding the sequence, and the neural
network that does the encoding is referred to as an encoder.

Hidden Vectors @O@ ©O® @O@ @O@ @O@

. QOOOC

. ; s . s
Word Vectors @O@ @O@ @O@ @O@ @O@

Figure 6: An LSTM encoder takes in a sequence of word vectors and outputs a sequence of hidden vectors.

Bidirectional Encoders

These hidden vectors do not incorporate information from words that appear later in the
sequence, but this is easily remedied. We can run an LSTM backwards to get some
backwards output vectors, and we can concatenate these with the output vectors from the
forward LSTM to get a more useful hidden vector. We treat this pair of forward and
backward LSTMs as a unit, and it is typically referred to as a bidirectional LSTM. It takes in a
sequence of word vectors, runs a forward and a backward LSTM, concatenates outputs
corresponding to the same input, and returns the resulting sequence of hidden vectors.

A .
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ZAS.

In [2]: myutils.set GPU(1)

2.1 Bias in vSRL

In [3]: margin = 0.05
VSRL = 1
is_dev =1

myutils.show_amplified bias(margin, vSRL, is_dev)

start loading potential files

Finish loading dev potential files

10 1 @aching

08 1
o
[
5 06
o
c
[
o
T 041
£
3
D
(=% 02-

T, e
00d 7.0 ..”" « Wwashing
0.0 02 04 06 08 10

training gender ratio

imSitu is biased.

In the above figure, along the x-axis, we show the male favoring bias of imSitu verbs. Overall, the dataset is heavily biased toward
male agents, with 64.6% of verbs favoring a male agent by an average bias of 0.707 (roughly 3:1 male). Nearly half of verbs are
extremely biased in the male or female direction: 46.95% of verbs favor a gender with a bias of at least 0.7. Also it contains several
activity labels revealing problematic biases. For example, "shopping" and "washing" are biased toward a female agent. Furthermore,
several verbs such as "driving" and "coaching" are heavily biased toward a male agent.

Training on imSitu amplifies bias.

Also in this figure, along the y-axis, we show the ratio of male agents (% of total people) in predictions on an unseen development
set. The mean bias ampli- fication in the development set is high, 0.050 on average, with 45.75% of verbs exhibiting amplification.
Biased verbs tend to have stronger amplification: verbs with training bias over 0.7 in either the male or female direction have a mean
amplification of 0.072. Several already problematic biases have gotten much worse. For example, serving, only had a small bias
toward females in the trainina set. 0.402. is now heavilv biased toward females. 0.122.

Computer Science ML in NLP
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Paper presentation

*» Each group has 2~3 students

** Read and understand 2~3 related papers
*» Cannot be the same as your paper summary
<+ Can be related to your final project
*» Register your choice next week

% 30 min presentation/ Q&A

“* Grading Rubric:
40% technical understanding, 40%
presentation, 20% interaction

A .
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Final Project

“* Work in groups (3 students)
“* Project proposal
1 page maximum (template)
*» Project report
“» Similar to the paper summary
** Due before the final presentation

“» Project presentation
“* In-class presentation (tentative)

A o
3ile Compl}ter Science ML in NLP
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Late Policy

+2» Submission site will be closed 1hr after the
deadline.

“* No late submission
“* unless under emergency situation

A .
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Cheating/Plagiarism

*** No. Ask if you have concerns

“* Rules of thumb:
» Cite your references
“» Clearly state what are your contributions

A .
3ile Complﬂlter Science ML in NLP
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Lectures and office hours

» Participation is highly appreciated!
“» Ask questions if you are still confusing
*» Feedbacks are welcomed
*» Lead the discussion in this class
*» Enroll Piazza

A .
3ile Complalter Science ML in NLP
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Topics of this class

** Fundamental NLP problems

“* Machine learning & statistical approaches
for NLP

“* NLP applications
+* Recent trends in NLP

A .
3ile Complalter Science ML in NLP
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What to Read?

*» Natural Language Processing

ACL, NAACL, EACL, EMNLP, CoNLL, Coling, TACL
aclweb.org/anthology

**» Machine learning
ICML, NIPS, ECML, AISTATS, ICLR, JMLR, MLJ

» Artificial Intelligence
AAAI, IJCAI, UAI, JAIR

A .
3ile Compldlter Science ML in NLP

¢ the UNIVERSITYy VIRGINIA

32



Questions?

A .
siig Computer Science
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ML in NLP

33



This lecture

“» Course Overview
“* What is NLP? Why it is important?
“* What will you learn from this course?

*» Course Information

** What are the challenges?
“» Key NLP components

“* Key ML ideas in NLP

A .
3ile Complalter Science ML in NLP
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Challenges - ambiguity

“» Word sense ambiguity

NO. I CITERALLY CANT TELL || WE REALLY SHOULD COME WITH
WHICH ONE SHE IS. 8 NAMETAGS.

OH MY
GOODNESS
MORTY.
SHE DIED2

BAD NEWS,
SAUL. T
LOST MY
WIFE,

credit: A. Zwicky

PLEASE, HAVE A SEAT.

(THANK YOU.,)

&= Computer Science i
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Challenges - ambiguity

“* Word sense / meaning ambiguity

Wil ATET = 10:35 AM

é¢ Call me an ambulance %

From now on, I'll call you ‘An
Ambulance’. OK?

£ -
Cancel

)

Credit: http://stuffsirisaid.com
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Challenges — ambiguity

*» PP attachment ambiguity

San Jose cops kil man with knifs

San Jose cops kill man with knife

shortly afler she called 2
sucwde intervention

ed help from police.”
She said Watkins was

Ex-college football player, 23, shot 9 times

4 1 o' hotline in hopes of get- on the sidewalk in front at the suspect.”
allegedly charged police at fiancee’s home hotlieia hopescfget-  on the sdewalk ia fro the Spee adin
1 officers got there. He was  one officer said, “We have
By Hamed Aleaziz Thursday. that_ it turnad out, had Watkins on callcame  holding a knife with a amale with a knife. He's
and Vivian Ho Police officials said two  been made by Watkins inat 5-01 pm_ said Sgt. 4-inch blade and ran ing toward us.”
officers opened fire Wed-  himself Heather Randol. a San toward the officersina “Shots fired! Shots
A man fatally shot by nesday afternoon on But the mother of Wat-  Jose police spokeswom- threatening manner, fired!” an officer said
San Jose police officers Phillip Watkins outside kins’ fiancee, who also an. “The caller stated Randol said. moments later.
while allegedly charging  his fiancee'’s home be- lives in the home on the there was a male break- “Both officers ordered A short time later, an
atthem witha knifewas  cause they feared for 1300 block of Sherman ing into his home armed  the suspect to stop and officer reported, “Male is
a23-year-old former their lives. The officers Street, said she witnessed  with a knife,” Randol drop the knife,” Randol down. Knife's still in
foothall player at De Anza  had been drawn to the the shooting and de- said. “The caller also said. “The suspect contin-  hand.”
College in Cupertinowho  home, officials said. bya  scribed it as excessive. stated he was Jockedinan  wed to charge the officers Buchanan said she had
was distraught and de- 91 call reporting an Faye Buchanan said the upstairs bedroom with with the knife in his been prompted to call the
pressed, his family said armed home invasion confrontation happened  has children and request-  hand. Both officers, fear- Shoot continues on D8
Back Contrue
S S
NP, VP

T~ T

SanJose cops V NP, PP SanJose cops V

AN |

kil man with knife kill

Credit: Mark Liberman, http://languagelog.ldc.upenn.edu/nll/?p=17711
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Challenges -- ambiguity

“* Ambiguous headlines:
¢ Include your children when baking cookies

» Local High School Dropouts Cut in Half

» Hospitals are Sued by 7 Foot Doctors

* Iraqi Head Seeks Arms

4

o,

L)

4

2/

L)

4

)

L)

“ Safety Experts Say School Bus Passengers

Should Be Belted
*»» Teacher Strikes Idle Kids P

A o
i Complalter Science ML in NLP 38

¢ the UNIVERSITYy VIRGINIA




Challenges - ambiguity

“* Pronoun reference ambiguity

Dr. Macklin often brings his
dog Champion to visit with
the patients. He just loves to
give big, wet, sloppy kisses!

\

Credit: http://www.printwand.com/blog/8-catastrophic-examples-of-word-choice-mistakes

A .
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Challenges - language is not static

*» Language grows and changes

“*e.g., cyberlingo

LOL

G2G

BFN

B4N

|dk

FWIW

LUWAMH

‘
filg Computer Science

ML in NLP
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Challenges--language is compositional

CAUTION
WET FLOOR Carefully

Slide

Translate X
English Spanish French Chinese - detected v ".. English Spanish Arabic ~
‘ ¢ AN HE T * g Carefully slide
L ' ) s wE O # Wrong?
P i el oxin di

I'Il‘ﬁﬁ Complalter Science ML in NLP 41
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Challenges--language is compositional

/J\/L\J\: :[Eﬂ?j%
CAUTION Carefully | === {Slide
WET FLOOR Careful Landslip

Take Wet Floor
Care / Smooth
Caution
T late %]
Engli: Spanish French Chinese - detected ~ ".' English Spanish Arabic ~
1y = A ] x| Carefully slide
)" IH .. |
r AV 2 W E 9
I MInpITcoRYAIaRgDIChEng Hidoxin df hu
filii Computer Science ML in NLP 12



Challenges - scale

*» Examples:
“* Bible (King James version): ~700K
** Penn Tree bank ~1M from Wall street journal
“* Newswire collection: 500M+
“» Wikipedia: 2.9 billion word (English)
“* Web: several billions of words

A .
3ile Complalter Science ML in NLP
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This lecture

“» Course Overview
“* What is NLP? Why it is important?
“* What will you learn from this course?

“* Course Information

“* What are the challenges?
“* Key NLP components

“* Key ML ideas in NLP

A .
3ile Complalter Science ML in NLP
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Part of speech tagging

WORDS TAGS

the
waiter

cleared ! S
thefl/ >
plates \ VERB

from \
the \  NOUN

table &

A .
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Syntactic (Constituency) parsing

S

Adj N mp

N

Fruit flies like Det N

| |

a banana

&= Computer Science i
!ME P at the UNIVERSITYsf VIRGINIA ML in NLP
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Syntactic structure => meaning

Correct analysis

VP
/ H‘NP
S,
PP
v NP/ P~ NP Y Y
eat sushi  with tuna eat sushi with tuna
VP

ve PP AN\

eat sushi with chopsticks eat sushi with chopsticks

Incorrect analysis

VP
VF'/ \FF

v~ NP P~ NP /N—\KN

eat sushi with tuna eat sushi with tuna

VP
/ NP
=" PP
v NP P~ “NP Y Y

eat sushi with chopsticks eat sushi with chopsticks

Image credit: Julia Hockenmaier, Intro to NLP
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A

Dependency Parsing

PU

hearing is  scheduled on

!'“,.'ﬂ‘! Computer Science ML in NLP

at the UNIVERSITYy VIRGINIA
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Semantic analysis

*+» Word sense disambiguation
“* Semantic role labeling

Purpose
Source

I
Australia to

I
Education
;[he pianoI at ;the Royal College of MusicI

Subject
Institution

Credit: Ivan Titov

Departing
Ieft

Student

3ile Computer Science ML in NLP 49
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Q: [Chris] = [Mr. Robin] ?

Christopher Robin 1s alive and well. He 1s the

same person that you read aboutin the book,
Winnie the Pooh. As a boy,ved n a
pretty home called Cotchfield Farm. When
Chris was three years old, his father wrote a

poem about him. The poem was printed 1n a
magazine for others to read. @then

wrote a book

Slide modified from Dan Roth

. ML in NLP
il_?“‘! Computer Science

# the UNIVERSITYs VIRGINIA
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Co-reference Resolution

Christopher Robin 1s alive and well. He 1s the
same person that you read about 1n the book,
Winnie the Pooh. As a boy, Chris lived in a
pretty home called Cotchfield Farm. When
Chris was three years old, his father wrote a
poem about him. The poem was printed 1n a
magazine for others to read. Mr. Robin then
wrote a book

. ML in NLP
!Tl‘.lAl_l‘! Computer Science

¢ the UNIVERSITYy VIRGINIA
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This lecture

“» Course Overview
“* What is NLP? Why it is important?
“* What will you learn from this course?

“* Course Information

“* What are the challenges?
“» Key NLP components

**» Key ML ideas in NLP

A .
3ile Complalter Science ML in NLP

¢ the UNIVERSITYy VIRGINIA
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Machine learning 101

4 N
Input Output
xe X vEY
An item x An itemy
drawn from an drawn from an
X input space X output space Y B

&£ Computer Science i -
AlllIE puter science CS6501- Advanced Machine Learning 53



4 X ™
Input \ ............. ( Output
Target function ™.
....... yzix)
x€ X vEVY
An item x An itemy
drawn from an drawn from a label
instance space X space 'Y
N / N /
!TT__E ComputeUll;Iv%spnkence CS6501- Advanced Machine Learning
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4 ) R
Input 1 ............. ( Output
: Target function *,
...... ].x i
K
x€ X Learned Model yE y
y = g(x) ,
An item x | An itemy
drawn from an drawn from a label
instance space X space Y

N

Perceptron, decision tree, support vector machine
K-NN, Naive Bayes, logistic regression....

SN

A .
FiMME Compl{llter Science CS6501- Advanced Machine Learning

¢ the UNIVERSITYy VIRGINIA
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Classification is generally well-understood

*+ Theoretically: generalization bound
“» # examples to train a good model

» Algorithmically:
 Efficient algorithm for large data set

“ E.g., take a few second to train a linear SVM on
data with millions instances and features

+ Algorithms for non-linear model
* E.g., Kernel methods

Is this enough to solve all real-world problems?

A .
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Reading Comprehension

(ENGLAND, June, 1989) - Christopher Robin is alive and well. He lives in
England. He is the same person that you read about in the book, Winnie the
Pooh. As 3 boy, Chris lived in a pretty home called Cotchfield Farm. When
Chris was three years old, his father wrote 3 poem about him. The poem was
printed in 3 magazine for others to read. Mr. Robin then wrote 3 book. He
made up a fairy tale land where Chris lived. His friends were animals. There
was a bear called Winnie the Pooh. There was also an owl and a young pig,
called a piglet. All the animals were stuffed toys that Chris owned. Mr. Robin
made them come to life with his words. The places in the story were all near
Cotchfield Farm. Winnie the Pooh was written in 1925. Children still love to
read about Christopher Robin and his animal friends. Most people don't know
he is a real person who is grown now. He has written two books of his own.
They tell what it is like to be famous.

1. Christopher Robin was born in England. 2. Winnie the Pooh is 3 title of 3 book.
3. Christopher Robin’s dad was a magician. 4. Christopher Robin must be at least 65 now

A .
il Computer Science CS6501- Advanced Machine Learning 57
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Challenges

|
|
. |
Robin is alive and well, He is the same
Robin is alive and well. He is the 8 AN
same person that you read about
in the book, Winnie the Pooh. As
a boy, Chris lived in a pretty ;
home called Cotchfield Farm. his father wrote a poem about him. The
= When Chris was three years old, poem%-pg'n\t;j in a magazine for
his father wrote a poem about others to read. Mr. Robin then wrote a
him. The poem was printed in a book
magazine for others to read. Mr.
Robin then wrote a book

“*Modeling challenges | Structured prediction models
“*How to model a complex decision?

“*Representation challenges | Deep learning models
*How to extract features?

¢ Algorithmic challenges Inference / learning algorithms

** Large amount of data and complex decision structure

y N .
ST Computer Science
- at the UNIVERSITYy VIRGINIA
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Modeling Challenges

** How to model a complex decision?
“* Why this is important?

Robin is alive and well, He is the same

his father wrote a poem about him. The

poemW;’l in a magazine for
others to read. Mr. Robin then wrote a

book

~ -
Cr—
d-'

—‘b

A .
iy Computer Science CS6501- Advanced Machine Learning
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Language is structural

A . . .
iy Computer Science CS6501- Advanced Machine Learning

¢ the UNIVERSITYy VIRGINIA
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Hand written recognition

+» What is this letter?

A . . .
iy Computer Science CS6501- Advanced Machine Learning

# the UNIVERSITYy VIRGINIA
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Hand written recognition

4

+» What is this letter?

b lclelclels

A . . .
FiMME Complﬂlter Science CS6501- Advanced Machine Learning

¢ the UNIVERSITYe VIRGINIA
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Visual recognition

63



Human body recognition

!'IIA_T_I.I‘! Comp

Sensor
Coordinales

(=

uter Science
at the UNIVERSITYy VIRGINIA

Y3

Yl

CS6501- Advanced Machine Learning

Y8é

64



Bridge the gap

“ Simple classifiers are not designed for handle
complex output

“* Need to make multiple decisions jointly
< Example: POS tagging:

Cdn you Can a Can as a Canner can Can a4 can ‘

Example from Vivek Srikumar

£ Computer Science - -
21N puter »cience CS6501- Advanced Machine Learning




Make multiple decisions jointly

< Example: POS tagging:

‘can YOU Can a Can as a canner Can can a Can ‘

*»» Each part needs a label
% Assign tag (V., N., A,, ...) to each word in the sentence

“* The decisions are mutually dependent
< Cannot have verb followed by a verb

“* Results are evaluated jointly

A .
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Structured prediction problems

**» Problems that
*» have multiple interdependent output variables
< and the output assignments are evaluated jointly

“* Need a joint assignment to all the output variables

“* We called it joint inference, global infernece or
simply inference

A .
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A General learning setting

I |[can/ican| a ||can

*+* Input: exX =
« npu x " IProl/Md|[Vb || Dt |[Nn

“ Truth: y* €Y(x) s Pro/|Md|/Md | Dt || Vb

Pro |Md| | Md| Dt || Nn

*+» Predicted: h(X) e Y(X)@ Prol Md!INn || Dt |\ Md

Md | Nn || Dt || Vb

% Loss: loss(y,y™) Fro

Goal: make joint prediction to minimize a joint loss

find h € H such that h(x) e Y(X)
minimizing E . ,)~p|loss(y, h(x))| based on N
samples (x,,, y,,)~D

A o
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Combinatorial output space

I |[can/ican| a ||can

*+* Input: exX =
« npu x " Pro /Md|[ Vb Dt [Nn

“ Truth: y* €Y(x) s Pro/|Md|/Md | Dt || Vb

% Predicted: h(x) € Y(x) = | po e M€ Dt 0

Pro Md||Nn | Dt Md
% Loss: loss(y,y™) Fro

Md | Nn | Dt || Vb
# POS tags: 45
How many possible outputs for sentence with 10
words? 450 =3.4x10%°

Observation: Not all sequences are valid,
and we don’t need to consider all of them
!TI‘“‘! Compl}ter Science Kai-Wei Chang (University of Virginia) 69
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Representation of interdependent output variables

“» A compact way to represent output
combinations
*» Abstract away unnecessary complexities

**» We know how to process them
< Graph algorithms for linear chain, tree, etc.

Root They operate ships and banks .
V\yj'

2

A .
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Algorithms/models for structured prediction

*» Many learning algorithms can be
generalized to the structured case

“* Perceptron — Structured perceptron
** SVM — Structured SVM

*» Logistic regression — Conditional random field
(a.k.a. log-linear models)

+»» Can be solved by a reduction stack
*»» Structured prediction — multi-class — binary

A .
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Representation Challenges

+* How to obtain features?

Robin is alive and well. He is the same person that
you read about in the book, Winnie the Pooh. As a
boy, Chris lived in a pretty home called Cotchfield
Farm. When Chris was three years old, his father
wrote a poem about him. The poem was printed in a
magazine for others to read. Mr. Robin then wrote a
book

1

2% Computer Science - -
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Representation Challenges

+* How to obtain features?

1.

Design features based on domain knowledge

“* E.g., by patterns in parse trees

When Chris was three years old, his father wrote a poem about him.

“* By nicknames

Christopher Robin is alive and well. He 1s the same person that you read
about in the book, Winnie the Pooh. As a boy, Chris lived in a pretty home
called Cotchfield Farm.

“* Need human experts/knowledge

!'I:Tll‘! Comp

uter Science CS6501- Advanced Machine Learning

at the UNIVERSITYy VIRGINIA
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Representation Challenges

“* How to obtain features?
1. Design features based on domain knowledge

2. Design feature templates and then let machine
find the right ones
“ E.g., use all words, pairs of words, ...

Robin is alive and well. He is the same person that you read about
in the book, Winnie the Pooh. As a boy, Chris lived in a pretty
home called Cotchfield Farm. When Chris was three years old, his
father wrote a poem about him. The poem was printed in a
magazine for others to read. Mr. Robin then wrote a book

A .
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Representation Challenges

“* How to obtain features?
1. Design features based on domain knowledge

2. Design feature templates and then let machine
find the right ones

< Challenges:

“» # featuers can be very large
*» # English words: 171K (Oxford)
< # Bigram: (171K)*~3x10Y, # trigram?
“* For some domains, it is hard to design features

A .
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Representation learning

“» Learn compact representations of features

< Combinatorial (continuous representation)

!'Il‘_lAl_l‘! Comp
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I
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Representation learning

“ Learn compact representations of features
< Combinatorial (continuous representation)
*» Hieratical/compositional

Conv 1: Edge+Blob Conv 3: Texture Conv 5: Object Parts Fc8: Object Classes

A . . .
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What will learn from this course

» Structured prediction
“* Models / inference/ learning

“* Representation (deep) learning
“ Input/output representations

“» Combining structured models and deep
learning

A .
il Computer Science CS6501- Advanced Machine Learning
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